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Editorial Message

Greetings from team IJBAI!!!

We are gearing up to welcome the New Year 2019!

It’s quite a mission to retaining the core value and essence of IJBAI after completion of 6th year in a row. The objective of 
IJBAI is to publish up-to-date, high-quality and original research papers alongside relevant and insightful point of views 
and reviews. As such, the journal aspires to be exciting, appealing and accessible, and at the same time integrative and 
challenging. All types of papers, however, will be subject to the journal’s double-blind review process.

Besides the research papers, IJBAI is proud to publish the thought-provoking columns by three of our esteemed editors 
viz. Madhumita Ghosh of IBM, Prof. Arnab Laha of IIM – Ahmedabad and Favio Vázquez, a bright star in the data science 
fraternity. In the present issue, Madhumita Ghosh’s column expressed the need of being technology agnostic in rapid growing 
landscape. Professor Laha has shared his valuable perspective on rank data analysis and Favio Vázquez shows the way to 
implement agile business science framework to reap an enhanced business value and to create a ROI driven data science 
practice. 

The paper on the performance analysis of FMCG industry examines the discriminatory power of financial ratios by using 
Wilks’ Lambda and multiple discriminant function analysis. This research paper analyzed the financial ratios and discriminate 
the performance of FMCG companies based on ratios.

In today’s world consumer responsiveness is highly dynamic and volatile in nature and brand switching phenomena is quite 
frequent. It is now understood that the final implication of communication on responsiveness is consequence of interaction 
and connection between these elements. Marketers in present world have been facing challenges in terms of understanding 
the relationship between these elements. The study “Developing Interpretive Structural Model of Consumer Responsiveness 
towards Advertisement” focuses explores and explains how the marketing of the product can be made more effective and 
efficient, by explaining the sequential approach of marketing with relevance of each of the factor.

Continuing in Consumer Insight, another study “Identifying the Best Mobile Combo Tariff Plan for Professional Students”, 
depicts an application of Conjoint Analysis to find out the optimum combination of Data/ Voice/ SMS which are preferred 
mostly by post graduate and undergraduate students who are pursuing for professional courses. The paper found that superior 
connectivity and low cost are the main reasons for their choice of service provider. The combo offer proposed from the study 
is for Rs.450, 400 minutes free with 300 MB free data and 600 SMS.

The paper to study the impact of market orientation on performances of Indian SMEs uses K-mean clustering to segment 
the respondents based on SMEs performance. The four groups reported by the paper in terms of the performance are low 
performance, moderate performance with superior new product development (NPD), moderate performance with moderate 
NPD and superior performance with low NPD.

The paper on the impact of demonetization studies the issues and challenges faced by the common man during demonetization 
period and analyzed the pre and post period of demonetization. The paper reports that the increase in banks deposits by 15.7% 
and 14.9% in Nov-16 and Dec-16 respectively created large surplus liquidity conditions.



It is needless to say that, any papers that you wish to submit, either individually or collaboratively, are much appreciated 
and will make a substantial contribution to the early development and success of the journal. Best wishes and thank you 
in advance for your contribution to the IJBAI to create a leading source of knowledge in data science. We are sure that our 
readers will appreciate and learn a lot from the present issue. We would like to know your wish, suggestions and views to 
enrich our journal. Do send us your valuable feedback from our learned readers about the enriched version of IJBAI. We 
would like to thank all the researchers and renowned data science practitioners who have honored us by selecting our journal 
to publish some of their research cases. At the end, we extend our heartfelt thanks to all our esteemed readers who continued 
to support us for the last six plus years.
Sincerely yours,

Madhumita Ghosh
Joint Editor-in-Chief
&
Dr. Tuhin Chattopadhyay
Editor-in-Chief

Dated: 20th December 2018







Are You Technology Agnostic? Not Wise to Knot 
Yourself with a Specific Technology in Rapidly 

Growing Landscape Clustering
Madhumita Ghosh*

	 *	 Practice Leader, Big Data & Advanced Analysis BA & Strategy, Global Business Services IBM, India.

Being one of the accomplished data scientists for more than 
two decades, I have witnessed the evolution of database, 
statistical computation techniques and super computing 
power processors. Analytics adoption by enterprises are 
certainly a good strategy as the evolution of technology 
always opens newer avenues to extract business value 
out of their data. While working with various customers 
at a strategic level to help them understand how to use 
data and analytics to solve business problems, a suite of 
technologies is leveraged to unfold the optimized solution.

In today’s world, access to enormous data is not a 
challenge. So, enterprises not only keep the data secure 
but also leverages the data and derives substantial value. 
They are still a concern about utilization of data rather data 
storage and management. Therefore, the role of a Chief 
Data Officer or Chief Analytics Officer in the organization 
is a voice who is advocating data and analytics at a 
strategic level. From that perspective, organizations need 
to invest in capabilities to bring in people with analytical 
mindset and cutting-edge technology. The better way to 
move ahead to consider business use cases as starting 
point. This step helps to reap the business value rather 
investing in tools and people. An enterprise needs to 
understand where the biggest business challenge is as 
per the strategic imperatives and thereby where data and 
analytics can make an impact. 

There is a lot of buzz in the market regarding Artificial 
Intelligence and Analytics. The C suite is already aware 
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that AI is going to have a big influence on their businesses 
however lacks in the understanding on technical know-
how. It is necessary to understand which tools and 
technologies will help them achieve business outcomes. 
Enterprises are ready to invest hundreds of millions in 
digital transformation, but it is advisable for businesses 
to not lock themselves in any tool because the technology 
landscape is moving rapidly. Cloud will continue 
improving and requirement will be for a hybrid solution 
with the power of plug & play that can be accessed via 
APIs with integration points since technologies keep on 
changing to provide tools that deliver business value.

Currently the organizations are using multiple analytical/
ML algorithms on the same data. As the world is gearing 
itself for the emerging tech trends, business enterprises 
have a long list of emerging technologies they might 
consider adopting in near future. From Deep Learning, 
Quantum Computing to Distributed Ledger Technology, 
business enterprises are cajoled with choices for emerging 
technologies viz. Computer Vision, Natural Language 
Generation, Edge Computing, Serverless Computing to 
name a few. A spectrum of opportunity emerges from those 
good old days of data science and machine learning, as 
both individuals and organizations started to experiment 
with emerging technologies. In these days, there is a full 
gamut of applications to generate the insights from the 
data. Hence, it is of utmost need to keep oneself tool 
and technology agnostic and always be the adopter of 
emerging trend to reap most of the business value.



Perspective:   
When Data are Ranks - Analysis of Rank Data

Arnab Kumar Laha*

	 *	 Indian Institute of Management Ahmedabad, Gujarat, India. Email: arnab@iima.ac.in 

In many real life situations respondents are asked to rank 
order a set of items based on their preferences. This can 
happen in selection interviews where a set of candidates 
have to be rank ordered (say, from best to worst) regarding 
their suitability for a job or position or in boardroom 
discussions where different alternative investment 
proposals have to be ranked based on their risk-reward 
profiles. In many market research studies respondents are 
asked to rank order a set of items with respect to their 
possibility of buying them. Thus rank data occur quite 
commonly in our daily life.

As each expert has his/her own criteria (often unexpressed 
or latent) for ranking a set of items, the rankings given by 
different experts may differ making it difficult to arrive 
at a “generally agreed” rank order. In selection interview 
panels, it’s not uncommon to find experts who differ 
substantially with one another regarding the rank order of 
the interviewed candidates. To resolve these differences, 
ad-hoc methods are often used such as giving points 
according to the ranks. As an example think of a selection 
interview that has five candidates who appear for an 
interview. After the interview each expert rank order the 
five candidates based on their judgment. After this an 
ad-hoc scoring process is adopted in which the experts’ 
rankings are converted to scores.  A possible way can be 
that if an expert marks a candidate to be the best s/he is 
given five points, the next best is given four points and 
so on. At the end, the total score received by a candidate 
is computed as a sum of the scores obtained from each 
expert and the final rank is arrived at based on these total 
scores. 

Can we avoid ad-hoc procedures such as the one 
described above and rely on scientific methods to arrive 
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at the “generally agreed” (a.k.a. consensus) rank order?  
In other words, are there methods for analyzing rank data 
that arrive at the “generally agreed” rank order following 
a scientifically valid procedure? Over the years many 
methods have been proposed for analysing rank data. In 
this article we briefly discuss a few of them.

Let the number of items to be ranked by experts be k 
and let there be n experts. For simplicity of discussions 
let us assume k=3 and n=5 and think of a situation 
where three candidates appear for an interview having  
a panel consisting of five expert members. Now, at the 
end of the interviews each expert provides a ranking of 
the three candidates in terms of their suitability with 1 
being the best and 3 being the worst. Thus, each expert 
gives an ordering of the three candidates in terms of their 
suitability. If an expert ranks the candidate B as “best”, A 
as “next best” and C as the “worst” the ranking is denoted  
 
as 

A B C
2 1 3

Ê
ËÁ

ˆ
¯̃

. Thus each ranking can be thought of as a

permutation of the elements of the set {1,2,3}.  In  
 
particular, 

A B C
2 1 3

Ê
ËÁ

ˆ
¯̃  can be written as the permutation 

(2   1    3).  Suppose the rankings given by the five experts 
are (2   3    1), (2   1    3), (3   2    1), (3   1    2)  and (1   3    
2). What would be the “generally agreed” ranking in such 
a situation? 

A possible solution to the above problem is provided by 
the “Kemeny ranking”. The method is based on a notion 
of distance between permutations. Let  and  be two 
permutations.  A possible distance is the Kemeny distance 
(a.k.a. Kemeny and Snell distance) which is defined as 
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(Kemeny and Snell, 1962). Let p1 = (2 1 3) and p2 = (1 
1 2) . For ease of notation let the items A, B and C be 
denoted as 1, 2 and 3 respectively. Then we have 

	

( , ) ( , ) ( , ) ( , )
( , )

( , )

i j
x i j

x i j

1 2 1 3 2 3
1 1 1

1 1 1
1

2

p

p

-

- -

Note that x i j x i j x i js s sp p p( , ) ( , ) and ( , )= - = 0 . Thus 
dk ( , )p p1 2 6= . In general, it can be easily seen that in 
case of rankings without any ties dk(0, 0) is always even. 

Another distance function defined on the set of 
permutations is the Kendall-𝜏 distance dken. For any 
two permutations p1 and p2, dken(p1, p2) is defined as the 
number of “discordances” between the permutations p1 
and p2. Formally,  it is the number of elements in the set   

D={(i,j):(p1 (i)< p1 (j) and p2 (i) > p2 (j) or (p1 (i) > p1 
(j) and  p2 (i) < p2 (j))} where 1 ≤ i < j ≤ k.  If p1= (2 1 3) 
and p2= (3 1 2)  then D = {(1,2),(1,3),(2,3)} and dKen (p1, 
p2) = 3.

Let Sk  be the set of all permutations of the k items. For 

each permutation pãŒSk let Dk(p) =  dk i
i

n
( , )p p

=
Â
1

 where  

be the rankings given by the n experts. The Kemeny 
ranking (a.k.a. Kemeny median) is defined as that 
permutation  for which D Dk S k

k

( ) ( )p p
p

=
Œ
min  . Let us now 

compute the Kemeny median of the five expert rankings 
given above. Denote the five expert rankings as  . Then 
we get (with ),  p1 = (2,3,1), p2 = (2,1,3), p3 = (3,2,1), p4  

 
= (3,1,2) and p5 = (1,3,2). Then we get with d dk k

1
2

Ê
ËÁ

ˆ
¯̃

                  

		

p p p p p p p p p p p pd d d d d dk k k k k k( , ) ( , ) ( , ) ( , ) ( , ) ( )
( , , )

1 2 3 4 5

1 2 3 2 1 3 2 1 222
1 3 2 3 2 2 1 0 16
2 1 3 1 0 2 3 2 16
2 3 1 0 1 1 2 3 14
3 1 2 2 3 1 0 1 1

( , , )
( , , )
( , , )
( , , ) 44
3 2 1 1 2 0 1 2 12( , , )

Thus the Kemeny median ranking for this example is 
(3,2,1) = (C, B, A) . 

Let us consider a real-life example. Every year Financial 
Times (FT) comes out with its rankings of business 
schools from all over the world. We consider the FT 
rankings of the business schools for the years 2016, 2017 
and 2018 derive from them the relative rankings of six 
Asian business schools which are given in the Table 1 
below. Here 1 indicates the best, 2 the next best and so 
on. We are interested in finding the “generally agreed” 
or “overall” rank for these six schools based on this data.

Table - I

Rank 
2018

Rank 
2017

Rank 
2016

National University of Singapore 
Business School

1 1 4

Indian School of Business 2 2 3

Indian Institute of Management 
Ahmedabad

3 3 1

Shanghai Jiao Tong University: Antai 4 4 5
Indian Institute of Management 
Bangalore

5 6 6

CUHK Business School 6 5 2
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Since here k=6,  contains 6! = 720 elements. Hence it is 
not possible to do the computations by hand as for the 
earlier example. An R program can be easily developed 
for computing the Kemeny median of these rankings.  
The Kemeny ranking comes out to be (1, 2, 3, 4, 6, 5).  FT 
also reports the average rank obtained by an institution 
over a three year period.  In Table 2 we report the relative 
rankings derived from the FT average ranks and the 
Kemeny ranking.

Ranking Based 
on Average FT 

Rank

Kemeny  
Ranking

National University of Singapore 
Business School

1 1

Indian School of Business 2.5 2
Indian Institute of Management 
Ahmedabad

2.5 3

Shanghai Jiao Tong University: 
Antai

5 4

Indian Institute of Management 
Bangalore

6 6

CUHK Business School 4 5

Sometimes in surveys, where there are many items to 
be ranked, instead of the full rankings the respondents 
are asked to provide the top-m (or bottom-m) items. For 
example from a list of business books the respondents 
may be asked to provide the top-3 books based on their 
usefulness for a MBA student. These rankings are referred 
to as partial rankings.  The task now is to derive the 
rankings of all items in the list from the available partial 
rankings. 

The method followed for obtaining the “generally agreed” 
ranking from partial rankings data uses the idea of tied 
ranking. For illustration, let there be 10 items on a list and 
suppose that the respondents are asked only to provide 
their top-3 items. If a respondent states (a, b, c) as her 
top-3 items, then all the other seven items are considered 
as tied at rank 4. With this modification it is now possible 
to compute the Kendall-distance dken (0, 0). Then the 
“generally agreed” ranking is obtained by minimising 

the criterion function D(p) = dken i
i

n
( , )p p

=
Â
1

 where pi, 1  
 
£ i £ n,  are the observed partial rankings pŒS10. Since  

SK contains k! elements and k! � 2 0 5p e k
k k- + .  grows 

rapidly with increase in  computation of “generally 
agreed” rank becomes computationally very expensive. 
This is particularly a more important issue when dealing 
with partial rankings as the total number of items to be 
ranked is typically large in this case. 

Over the years several probability models for ranking data 
has been discussed in the literature. Here we discuss briefly 
a probability model for complete ranking data based on 
a distance measure (Mallows, 1957). Such models often 
take the form P(p) = C e Sd

k( ) ,- ( , )l pl p p0 Œ  where p0 Œ Sk 
and l ≥ 0 are parameters. p0 is called the modal ranking 
l and  is called the dispersion parameter. C(l)  is the 
normalising constant that ensures P

Sk

( )p
p

=
Œ
Â 1 .  If  l 

is large then the distribution of ranks is tightly clustered 
around p0 whereas if l is close to 0 then the distribution 
of ranks is close to uniform. Given a ranking dataset {p1, 
..., pn}, the likelihood can be easily obtained as 

	 L C en d ii
n

( , ) ( ) ( , )l p l l p p
0

01= Â- =

As usual the MLEs (l, p0) of the parameters can be 
obtained by maximising L(l, p0) over all possible 
values of (l, p0). In this context it may be noted that 

d di Si

n

i
i

n

k

( , ) ( , )p p p p
p0

1
0

10

=
Œ= =

Â Âmin .  Thus if dk is used as the 

distance measure then p0 is the Kemeny ranking. 

An alternative approach is to view the observed ranks as 
perturbations of the modal rank p0  i.e. pi = si 0 p0  where 
si  are i.i.d. Sk  valued random variables and 0 denotes the 
composition of two permutations. A possible distribution 
on si can be the Multinomial distribution M(1; p1, ..., 
pk!). Because the number of parameters in such models 
increases rapidly with increase in the number of items k, 
Bayesian analysis is often useful here. For more details 
the reader may see Laha and Dongaonkar (2012) and 
Laha et al. (2017).

References
Kemeny, J. G., & Snell, L. J. (1962). Preference ranking: 

An axiomatic approach, in mathematical models in 
the social sciences. Ginn., New York, 9-23. 



Perspective:   When Data are Ranks - Analysis of Rank Data      5

Laha, A. K., & Dongaonkar, S. (2012). Bayesian  
analysis of rank data using SIR. In SenGupta, A.  
editor, Advances in Multivariate Statistical Methods, 
chapter 19, pp. 327-335. World Scientific.

Laha, A., Dutta, S., & Roy, V. (2017). A novel sandwich 
algorithm for empirical Bayes analysis of rank data. 
Statistics and Its Interface, 10(4), 543-556.

Mallows, C. L. (1957). Non-null ranking models. I. 
Biometrika, 44(1/2), 114-130.



Agile Business Science Framework - Create a 
ROI-Driven Data Science Practice

Favio Vázquez*

	 *	 Data Science Course Instructor, Business Science University, Pennsylvania Area. 

Data Science is an amazing field of research that is under 
active development both from the academia and the 
industry. One of the saddest facts in the data-world is 
that most data science projects in organizations fail. Here 
I’ll present a new iteration of an agile framework called 
Business Science Problem Framework to implement data 
science in a way that enables decision making to follow a 
systematic process that connects the models you create to 
Return On Investment (ROI) and show the value that your 
improvements bring to the business.

The Problem Definition

Doing data science for business is not easy for several 
reasons. One of them is that most people have a partial 
definition, or description, of what data science actually is 
and what it means to be a good data scientist for solving 
real problems.

Because of that I’ll start this article with my definition (or 
description) of how data science should be defined for a 
business:

Data science is the resolution to business problems through 
mathematics, programming and the scientific method that 
involves the creation of hypotheses, experiments and 
tests through the analysis of data and the generation of 
predictive models. It is responsible for transforming these 
problems into well-posed questions that can also respond 
to the initial hypothesis in a creative way finding the 
optimal threshold that maximizes the expected profit or 
savings. It must also include the effective communication 
of the results obtained and how the solution adds value to 
the business.
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I’ll explain my definition step by step below so stick with 
me.

Modeling is the process of understanding the “reality”, 
the world around us, but creating a higher level prototype 
that will describe the things we are seeing, hearing and 
feeling, but it’s a representative thing, not the “actual” or 
“real” thing. This is what we actually do in science and 
data science is no exception.

What I’m saying here is that data science is very much 
linked to the business, but it is a science in the end. A 
lot of people can disagree with me in the part that data 
science is a science. But keep your mind open and read 
this carefully. I think it could be very useful that we define 
data science as a science because if that’s the case, every 
project in data science should be at least:

Reproducible: Necessary for making easy to test other’s 
work and analysis.
	 ●	 Fallible: Data Science and Science are not looking 

for the truth, they look for knowledge, so every proj-
ect can be substituted or improved in the future, no 
solution is the ultimate. solution. 

	 ●	 Collaborative: The data scientist doesn’t exists 
alone, he needs a team (even a virtual team, like col-
laborating in an open source project), this team will 
make things possible for creating intelligence and 
solutions. Collaboration is a big part of science, and 
data science should not be an exception. 

	 ●	 Creative: Most of what data scientists do is new re-
search, new approaches or takes on different solu-
tions, so their environment should be very creative 
and easy to work. Creativity is crucial in science, is 
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the only way we can find solutions to hard and com-
plex problems. 

	 ●	 Compliant to regulations: Right now there are a lot 
of regulations on science, not that much on data sci-
ence, but there will be more in the future. Is impor-
tant that the projects we are building can be aware of 
these different types of regulations so we can create 
a clean and acceptable solution to the problems. 

If we don’t follow those basic principles it would be 
very hard to conduct a proper data science practice. Data 

science should be implemented in a way that enables 
decision making to follow a systematic process.

Data science isn’t about software, knowing how to 
program, or being able to read data from different 
databases. Is about solving problems. An analogy would 
be saying that physics isn’t about calculus, moving 
objects, algebra; it’s about studying nature, understanding 
it and modeling it. 

Business Science Problem Framework (BSPF)

	    http://www.business-science.io/bspf.html (Downloadable PDF)

The  Business Science Problem Framework is an agile 
data science process developed by Business Science. 
Business Science, founded by Matt Dancho, empowers 

data scientists by providing software, education, training, 
and developing the areas of business & finance. It is a 
proven system conceived afters years of work, trial and 
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error. Business Science say that clients loved the BSPF 
because it put a clear path forward and they loved it 
because it systemized their problem-solving method, 
making results more repeatable. 

Many of the philosophies for creating the framework 
comes from the writings of Ray Dalio (author of Principles) 
along with Business Science’s experience using the BSPF 
with clients. Beyond, high level and detailed, it’s a proven 
framework.

Let’s start with the principles before going to the BSPF. 
Take a look at this image:

http://jareddees.com/5-step-process-ray-dalio/

This is one of the schemas that the author presents us. He 
tell us that this is the process of actually achieving your 
goals, and that failure is an important step in the journey. 
This is an iterative process, meaning that you will have to 
go through it over and over again; forever. You’ll always 
have new goals and you’ll also face new problems, but 
if you learn from them, by first recognizing them and 
creating a good design you can solve these problems and 
achieve your goals.

Agility in Data Science

If we go back to data science, and we apply this to 
solving business problems, the first thing we have to do is 
recognize that it has to be an iterative process. Agility is 
a word for doing that in the IT world, and that’s why I’m 
calling the BSPF an agile framework. 

Agility is fundamental to business’ ability to successfully 
build systems in a world where it’s difficult to predict the 
future — James Kobielus.

We need agility to adapt. And if we want to go further, 
and beyond our common sense and intuition, we need to 
do it in a systematic way and then we can solve complex 
business problems.

The process of an Agile Data Science Workflow proposed 
by Russell Jurney is an amazing way of understanding 
how and why data science together with agility helps us 
going beyond, seeing more and solving problems in a 
creative way. 

We are used to jump to conclusions really fast, not 
analyzing every side of things. We are used to see what 
our eyes are seeing and “trusting our gut”.

Sadly, the common sense that reigns in our culture 
is Aristotelian and Medieval (Études d’histoire de la 
pensée scientifique — Alexandre Koyré). That means that 
intuition fails a lot of times when trying to understand the 
world, also this “common sense” comes sometimes with 
judgement, something that creates a bias in the way we 
see things.

Going and seeing beyond in this context means going a 
step forward, putting your judgment, common sense and 
intuition aside and really analyzing a situation. We should 
be doing this for everything that happens around us, 
question ourselves if the things you are doing, thinking 
and perceiving are actually correct. This is something 
very close to the Cartesian Doubt.

The manifesto for Agile Data Science (we should put agile 
data science workflow here) leads us to this. Iterating, 
over and over again, rethinking the business process 
and needs, experimenting a lot, listening what the data 
has to say, understanding and encouraging the business 
to understand that the data’s opinion must always be 
included in product discussions, finding a critical path to 
solve the problem and then organizing the team around 
completing it, and going further, letting the models solve 
the problems, of course using our expertise to help them, 
but not biasing them.

I need to emphasize that this is an agile framework, not 
that data science is being agile. This is following the words 
of Dave Thomas one of the creators of the Manifesto for 
Agile Software Development, 
	 ●	 You aren’t an agile programmer—you’re a program-

mer who programs with agility.
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	 ●	 You don’t work on an agile team—your team exhib-
its agility.

	 ●	 You don’t use agile tools—you use tools that en-
hance your agility.

I’ll add:

You are not an agile data scientist - you’re a data scientist 
following a framework with agility. 

So after studying the process proposed by Russell and 
Matt, I found a way of combining them, creating a system 
that will skyrocket your productivity as a data scientist 
and adding much more value. I realized that all of the 
steps that Russell proposed were already a part of the 
BSPF in some way, I’ll make them all clear here. 

Understanding The Agile Business 
Science Framework (ABSF)

The BSPF is split into a top and bottom section. The 
top half contains details of what to investigate while the 

bottom half contains high level stages of the project. The 
two sections are integrated, meaning they work together 
to provide a complete program for managing a data 
science project in a business context. 

The BSPF has seven phases that are detailed with specific 
actions focused on understanding the problem and tying 
the results to Return On Investment (ROI), which is what 
the organization is keenly focused on:
	 ●	 View The Business As A Machine
	 ●	 Understand The Drivers
	 ●	 Measure The Drivers
	 ●	 Uncover Problems and Opportunities
	 ●	 Encode Algorithms
	 ●	 Measure Results
	 ●	 Report Financial Impact

And in the bottom there are the six phases of CRISP-DM 
that are high-level steps for any data science problem:

	 ●	 Business Understanding
	 ●	 Data Understanding
	 ●	 Data Preparation

	 ●	 Modeling
	 ●	 Evaluation
	 ●	 Deployment

	                 If you follow this agile methodology and framework is much more likely you’ll succeed in your practice. 
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But what about some of the steps that Russell mention? 

In his book, Russell talks about something called the 
“data-value pyramid”. It expresses the increasing amount 

of value created when refining raw data into tables and 
charts, followed by reports, then predictions, all of which 
is intended to enable new actions or improve existing 
ones:

		              https://www.oreilly.com/ideas/a-manifesto-for-agile-data-science

But wait! Matt also created a pyramid in his methodology. 
The “Systematic Decision Making Pyramid”:

http://www.business-science.io/business/2018/06/19/business-
science-problem-framework.html

Agile Data Science Workflow & BSPF 
Align

If we take a closer look of both pyramids they are actually 
saying the same things, and have the same hierarchy. 

The data-value pyramid gives structure to our work. The 
pyramid is something to keep in mind, not a rule to be 
followed. Sometimes you skip steps, sometimes you 
work backward, making it an interactive process. And the 
systematic decision making pyramid tells us that we need 

to understand the business. And, before we can understand 
the business, we need to identify the business problem to 
then being able to achieve systematic decision making, 
but it is also an interactive process, you’ll have to go back 
and forth sometimes. 

Both frameworks are the same in one way or another, they 
are both proven systems that comes from years of work 
related to data, consulting, teaching and more. I say we 
need to fully understand both for enabling data science to 
create intelligence through AI. That’s a big sentence.

A Recipe For Artificial General 
Intelligence

The frameworks presented here are a piece of the story. 
The full scope of this data and ROI-driven mindset extends 
to the combination of big data, artificial intelligence, data 
science and the ABSF. The recipe to create intelligence 
is not that hard in a high level. This is what I propose we 
need to achieve it:

Artificial General Intelligence = AI + Big Data 
+ Data Science + Agile Business Science 
Framework

I’m talking about Artificial General Intelligence (AGI) 
as the main goal of the data revolution. AGI are general-
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purpose systems with intelligence comparable to that of 
the human mind (or maybe beyond humans). This would 
be the an amazing solution for solving a business problem.

We need Big Data as a Catalyst to get to AGI, because 
with more data, plus new ways of analyzing data, plus 
better software and hardware, we can create better models 
and better understanding. We need the current state of 
AI, very close to Deep Learning, Deep Reinforcement 
Learning and its surroundings for modeling the world, we 
need Data Science as the controller and science behind this 
problem solving machine and the Agile Business Science 
Framework that will enable us to adapt to changes and 
solve complex business problems in a systematic way.

But what about the ROI part? For this Matt points to the 
Expected Value Framework (EVF), a framework that 
connects the models you create to ROI. This framework 
is tied to the ABSF. 

The Bottom Line

The bottom line here is that, in business, the costs 
associated with false positives and false negatives are 
rarely equal. In fact, in many cases false negatives are 

much more costly. A false positive for your research will 
lead you to believe that your hypothesis is true, when in 
fact it isn’t. And a with false negative you get a negative 
result, when you should have got a positive result.

The Agile Business Science Framework combined with the 
EVF allow us to find the optimal threshold that maximizes 
the expected profit or savings of the business problem. By 
iteratively calculating the savings generated at different 
thresholds, we can see which threshold optimizes the 
targeting approach and will also put our assumptions in 
check conducting sensitivity analysis, testing the effect of 
model assumptions on expected profit. 

Next Steps

I joined Business Science a little while ago for helping 
create courses and content for their University. The first 
course so far, Data Science For Business (DS4B 201 / HR 
201) Course has a student satisfaction rating of 9.1/10, and 
students are learning how to apply data science to business 
using R code, the Business Science Problem Framework, 
and more. I’m creating the Python counterpart course 
with the Agile Data Science Framework right now so if 
you are interested in that please let me know! 
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Abstract

For the performance analysis of Fast Moving Consumer 
Goods (FMCG) industry, discriminatory power of financial 
ratios are examined by using Wilks’ lambda and Multiple 
discriminant function analysis. For this purpose sample 
of eighteen FMCG companies listed with Bombay Stock 
Exchange is taken in to account. Market capitalization 
is taken as basis for selecting these companies. Data 
is collected for twelve years ranges from 1 April 2006 
to 31 March 2017. For effective implementation of 
discriminant analysis, firstly average stock market 
returns are computed from the annual stock prices of the 
selected companies and average stock market returns 
are classified in to three groups viz. ‘Market Under-
Performers’, ‘Market Average-Performers’ and ‘Market 
Out-Performers’. It has been found that revenue from 
operations/share is the most important ratio and having 
impact to assess the company’s market performance. 
Debt equity ratio and inventory turnover ratio having 
moderate impact in assessing the company’s stock 
market performance of companies and dividend payout 
ratio is the ratio having less impact in assessing the 
company’s stock market performance.

Keywords: Multiple Discriminant Analysis, FMCG, 
Average Stock Market Return, Financial Ratios

Introduction
Indian economy is one of the world’s largest and fastest 
growing economy. Indian businesses are promising about 
the growth of rural sector. Rural sector is contributing to the 
growth of Fast Moving Consumer Goods (FMCG) sector. 
According to the government survey, FMCG is the fourth 
largest sector in India. FMCG market in India is estimated 
to grow by US$74 billion in 2018. Changing lifestyles, 
new economic orders, changing consumer consumption 
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patterns are some of the important factors for driving the 
growth in this segment. Generation of demand from the 
rural sector is one of the major contributors to this sector. 
Government linked Indian rural sector growth with the 
growth of this sector. Recently rural areas contribute 
around 16% as against the 12% growth from urban sector. 
Companies are also making efforts to attract more and 
more rural consumer by creating products according to 
their market requirements. Government is also taking 
various initiatives in order to improve the infrastructure 
in the rural areas. As with the ease of access in facilities, 
will give multiplier effect in the FMCG sector. As far 
as contribution from the urban sector, demand patterns 
are urban consumer has been changing with the rise in 
income. With the increasing spending power consumer 
is shifting its demand to the premium products and 
companies also started upgrading their premium product 
range. Digitalization is also playing key role in growth of 
this sector. Internet users are the major contributors to the 
growth prospect. Government is also trying to make India 
as a digital economy. This sector is not only contributing 
to the growth of country GDP but also helping government 
in the overall development of the country. 

As FMCG is one of the fastest growing sectors. So, 
many people seek opportunity to invest into the lap of 
share market. But making investment in the stock market 
is not always easy because of volatility in the stock 
market. Investors do not have in depth information about 
the changing market scenario; investor is able to access 
financial statements of the company and can execute 
research about company through Internet. Lack of 
technical analysis always left investor in to dilemma for 
making investment in the stock market. To overcome this 
dilemma, investor tries to seek information from family 
and friends and try to invest in the popular stock but this 
kind of decision proves detrimental in the long run. It 
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is very difficult for the common man to make rational 
investment decision for investing in the stock market. 
There are many internal and external factors because 
of which investor will not able to follow a disciplined 
investment approach. For making rational investment 
decision, lot of credit rating agencies like CARE, ICRA, 
etc. provides information about the financial instruments, 
but no information is provided for equity investors. 
Availability of incomplete information left the investor 
indecisive for analyzing risk and return relationship. After 
analyzing all the information, if an investors had made 
the right investment decision, than he started to time the 
market and out of anxiety he ended up by panic selling. 
This led to drain of his hard earned money.

This research paper will analyse the financial ratios and 
discriminate the performance of FMCG companies on the 
basis of Ratios. With the help of discriminant analysis, 
Stock market performance of FMCG companies can be 
analyzed and classified as Marker Under-Performers, 
Market Average-Performers and Market Out-Performers. 
This paper is to test the discriminatory power of the ratios 
and differentiate companies’ performance.  

Review of Literature
Theoretical and empirical research suggests financial 
ratios possess discriminatory power and having impact 
on stock market performance of companies.

Maricica Moscalu and Georgeta Vintila (2012) conducted 
research on Business Failure Risk Analysis using 
Financial Ratios. Purpose of this paper is to investigate 
the predictive power of financial ratios for a sample of 
Romanian listed companies. For this purpose t test is 
applied and result shows financial ratios can discriminate 
between failed and non-failed companies especially with 
regard to profitability, financial position and leverage both 
in 2010 and 2009.

Altman I. Edward (1968), in his paper investigated the 
relevance of economic and financial ratios for predicting 
bankruptcy of sixty-six manufacturing concerns by using 
multiple discriminant analysis. It had been found that 
traditional ratios are not an analytical tool, while when 
ratios are combined with discriminant analysis approach 
than rations are considered to be important tool for 
discrimination company’s performance. The discriminant-
ratio model proved to be extremely accurate in predicting 

bankruptcy correctly in 94% of the initial sample with 
95% of all firms in the bankrupt and non-bankrupt groups 
assigned to their actual group classification.

Khatri Kumar Dhanesh (2016), purposed the to develop 
a model for predicting corporate failure using financial 
ratios on the principles of discriminant model. For 
this purpose sample of two groups of stock broking 
companies/investment bankers are considered. Group 
‘A’ companies were labeled as ‘Healthy Companies’ and 
group ‘B’ companies were labeled as ‘Sick Companies. 
20 companies for Group A and 10 companies for Group 
B listed with NSE for five years are identified. It has 
been seen that by applying the discriminant model to the 
financial ratios of Lehman Brothers, Bear Sterns, and 
Freddie Mac, would have helped in raising an alarm about 
the bankruptcy of these companies well in advance and 
acted as ‘Whistle Blower.’

Ayinla S. Alayande and Adekunle Kehinde Bashiru 
(2015), conducted study on the usefulness of discriminant 
analysis for investigating on various aspects of multivariate 
research problem. For this purpose component analysis 
of the 30 ratio set used for the superior 17 and futile 13 
firms in Nigeria considered both together and separately. 
It also developed a simple linear discriminant model 
for the identification of potential Nigeria bankrupt 
concerns which uses only accounting statement-based 
financial ratios as variables. The derived model appeared 
outperform than the previous model build concerning 
failed company in Nigeria. Since the model can exhibit 
true ex ante predictive ability for a period of about 3 years 
subsequent.

Taffler (1983) claimed there are only four out of eighty 
potential useful ratios in evaluating the financial 
performance and financial condition of a company. Green 
(1978) stated that financial ratios have long been regarded 
as barometers of corporate health, being used for reporting 
liquidity, leverage, activity and profitability and that an 
investor may use financial ratios to appraise a company’s 
performance and its future prospect of success. Koh and 
Killough (1986) claimed it is not necessitated to have 
a huge number of ratios to predict business failures but 
desirable is a set of dominant ratios derived from a larger 
set of correlated ratios.

Banerjee Sougata and Pawar Sarwat (2013), the primary 
objective of the study is to identify the potential 
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customers within the target segment of a brand which 
will help the marketer to assess the market potentiality 
by identifying the consumer purchase intention. 
The secondary objectives include understanding the 
perception of the existing customers about the brand. For 
the study, researcher has chosen the brand Cherokee, an 
Arvind Retail brand of kidswear, and the primary data 
was collected from Mega Mart Stores in Delhi. The 
study is based on primary data. Data is collected through 
questionnaire and for that sample of 100 people as taken 
as sample. It has been found that discriminant analysis is 
the useful tool for identifying the potential customer and 
with the help of this analysis marketer to assess the real 
market positioning of a brand in terms of the customers’ 
purchase intention. Also marketers can find the market 
potentiality of their brand in a new market.

Bhunia Amalendu (2011) aims to build up a model to 
develop the predictive abilities for company failures in 
a later time frame with different financial, business and 
operating conditions in the Indian context. A total of 
sixty-four private sector pharmaceutical companies were 
analyzed with sixteen financial ratios using multiple 
discriminant analysis. A strong discriminant function 
was constructed with seven ratios found to be significant 
in discriminating power and the classification results 
showed high predictive accuracy rates of between 86% 
and 96% for each of the five years prior to actual failure. 
This study also indicated that even with more advanced 
statistical tools more popularly used recently, MDA is still 
a very reliable and potent statistical tool.

Ben Chin-Fook Yap, David Fie-Gun Yong, and Poona 
Wai-Ching (2010), purposed to develop a model to 
improve the predictive abilities for company failures in 
a later time frame with different financial, business and 
operating conditions in the Malaysia context. A total of 
64 companies listed with Bursa Malaysia for ten years 
were analyzed with 16 financial ratios using multiple 
discriminant analysis. A strong discriminant function 
was constructed with seven ratios found to be significant 
in discriminating power and the classification results 
showed high predictive accuracy rates of between 88% 
and 94% for each of the five years prior to actual failure. 
This study also indicated that even with more advanced 
statistical tools more popularly used recently, MDA is still 
a very reliable and potent statistical tool.

Jain Himmath (2003), the study aimed at identifying 
the financial ratio, which significantly discriminates 
between Market Under-Performers, Market Average-
Performers and Market Out-Performers. Sample of 14 
companies cement companies are taken for five years. 
Six ratios are used to study the discriminatory power 
of ratios. It was found that dividend payout ratio has a 
power to significantly discriminate the Market Under-
Performers, Market Average-Performers and Market 
Out-Performers. The other five variables (financial 
ratios) failed to discriminate across Market Under-
Performers, Market Average-Performers and Market Out-
Performers. Fourteen companies from cement sector have 
been selected for five years. Chen and Shimerda (1981) 
claimed that there are too many (41 ratios) financial ratios 
to be helpful in evaluating the financial performance and 
financial condition of a company.

Importance of Study
The study is to find the discriminatory power of ratios 
and their impact on the stock market performance of 
FMCG sector in India. This research will help investors 
for taking rational investment decision and also for the 
government authorities for designing regulatory norms 
for the companies of FMCG sector. Moreover, it is also 
important to analyse the financial performance of the 
companies for the investors, shareholders, management 
and Government.

Research Objective

	 ●	 To examine and make a comparative analysis of per-
formance of selected FMCG companies.

	 ●	 To find out financial ratios, which have major im-
pact on company’s performance in stock market.

	 ●	 To assess the discriminatory power of most signifi-
cant ratios.

Research Question
The paper investigates the impact of important ratios on 
the FMCG company’s performance in the stock market. 
With the help of this discriminatory power of most 
significant ratios can be assessed and Market Under-
Performers, Market Average-Performers and Market Out-
Performers can be explained.
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Hypotheses
H0: A selected financial ratio does not discriminate among 
Market Under-Performers, Market Average-Performers 
and Market Out-Performers.

H1:  At least one Selected financial ratio discriminate 
among Market Under-Performers, Market Average-
Performers and Market Out-Performers.

Research Methodology
Period of Study
The scope of the study is time specific. This study covers 
period of twelve years ranging from April 1, 2006 to 
March 31, 2017.  For this purpose Annual stock prices are 
taken in to account for specific period. 

Data Collection
This research is based on secondary data. Secondary data 
is collected from CMIE PROWESS database. Financial 
information is collected from PROWESS database and 
through published sources like annual reports from 
Bombay Stock Exchange website and Money Control 
website. Other publications like journals, newspapers, 
magazines, company’s websites helps in supplementing 
the information so collected.

Sample Size
Sample is selected on the basis of market capitalization. 
Eighteen private sector FMCG companies listed on 
Bombay Stock Exchange are selected as sample. For 
selecting sample, only those companies are selected 
which remain in BSE list for at least three years ranging 
from 2010–11 to 2012–13.

Tools of Analysis 
Companies are classified in to three categories Market 
Under-Performers, Market Average-Performers and 
Market Out-Performers in the stock market and multiple 
discriminant function analysis is used to analyse the 
selected company’s performance. Independent variable is 
used in the form of financial ratios, to find their impact on 
stock market performance.

Discriminant Analysis

Discriminant analysis is used in social science research 
which helps in finding the variables that can discriminate 
two or more groups. (Altman, 1968) used discriminant 
analysis in finance and predict corporate bankruptcy. R. 
A. Fisher (1936) developed the technique of discriminant 
analysis. This technique is helpful in studying the diff-
erences between or among groups. The main purpose of 
discriminant analysis is to develop the linear combinations 
of predictor variable, which will discriminate between the 
categories of the depen-dent variable. With this researcher 
can easily exam-ine whether significant difference exist 
among the groups or not. Also accuracy of classification 
can be evaluated with the help of discriminant analysis. 
The significance of discriminant analysis is to determine 
the variables, which contributes for major portion of inters 
group difference. In discriminant analysis statistical value 
of the variables discriminant coefficient for each of the 
significant variables is arrived at which is used to calculate 
‘Z Score’ for each of the observations as well as for each 
of the groups. ‘Z Score’ of each of the groups is further 
used to arrive at a benchmark score called ‘Cut Off Point’ 
which serves the basis for assigning new individuals to 
one of the groups, assuming that it belongs to one of the 
groups defined a priori.  

This paper will analyse the performance of FMCG 
companies in India. Using multiple discriminant analysis 
the companies are divided into three groups that are 
Market Under-Performers, Market Average-Performers 
and Market Out-Performers in stock market. With the 
help of discriminant analysis calculating discriminate 
score and cutoff rate.  

Procedure for using multiple discriminate analysis: 

D= x+b1x1+b2x2+…..bnvn

D=Discriminant Score

‘x’ is the constant term, which is in the following table viz 
‘Canonical Discriminant Function Coefficient’.

b1b2= are the discriminant function coefficient

v1v2=are the Predictor (independent variables)
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For analysis, set of variables to be used are identified and 
then these variables are classified in to three groups that are 
“Market Under-Performers, Market Average-Performers 
and Market Out-Performers” among the eighteen FMCG 
companies in India. Discriminant variable is none but 
Ratios are used and then by using ratios discriminant 
coefficients can also be derived. Ratios can be obtained 
from the financial statements of the sample companies for 
twelve years ranging from April 1, 2006 to March 31, 2017. 
Discriminant analysis is combined with financial ratios to 
construct a model, which can be used for analyzing the 
performance of stocks of companies selected as a sample. 

Procedure for Classification of Under Stock Market 
Performers, Average Stock Market Performer and 
Out Stock Market Performers of Selected FMCG 
Companies in India

A simple test is done for the classification of stock market 
performance of selected companies. Classification is 
done on the basis of average stock market returns and for 
this unadjusted stock price is considered for calculating 
returns on particular stock. To invalidate the effect of 
uncontrollable market factors on the stock price, adjusted 
return is calculated in excess of stock specific return on 
BSE Sensex. Selected sample companies are classified in 
to three categorical Groups.
	 ●	 For categorical group One, Market “Under-

Performers”, Average market return must be below 
10% of benchmark Index.

	 ●	 For categorical group Two, Market “Average-
Performers”, Average market return must be be-
tween 10% to 15% of benchmark Index.

	 ●	 For categorical group Three, Market “Out-
Performers”, Average market return must be above 
15% of benchmark Index.

Which means, selected sample companies are divided 
in to three categorical groups, that is “One”, “Two” and 
“Three”, companies whose average stock market returns 
are below 10% are classified under category “One” 
and called them as “under” stock market performers, 
companies whose average stock market return is between 
10% and 15% are classified under category “Two” and 
named as average-performers and companies whose 
average stock market return is above 10% to 15% are 
classified under this category Three and named as Out 

performers. With the help of this classification, weights in 
the form of 1, 2 and 3 on the basis of average stock market 
returns are assigned to each company in the sample. The 
entire sample is classified in to three mutually exclusive 
categories.

Table 1:  Categorization of Sample FMCG Sector 
Companies on the Basis of Average Stock Market 

Returns

S.No Company’s Name Average Stock 
Market return

Performance 
Groups

1. ITC 0.036576 1
2. Nestle India 0.175633 3
3. Dabur 0.078561 1
4. Britannia 0.133007 2
5. Procter  and Gamble 0.217445 3
6. Marico -0.0469 1
7. Colgate Palmolive 0.094251 1
8. Godrej Consumer 0.172428 3
9. Pidilite 0.181853 3
10. Wipro -0.05973 1
11. Future consumer 0.352787 3
12. United breweries 0.163702 3

13. GlaxoSmithKline 0.224093 3
14. Emami 0.147403 2
15. Tata Global Bever-

ages
-0.075 1

16. United spirits 0.131517 2
17. Jubilant Food works 0.14816 2
18. Himalaya Interna-

tional
0.088413 1

Wilks’ Lambda
Wilks’ lambda is multivariate statistic, which is used to test 
the significance of the variable in discriminant function. 
Wilks’ lambda is used for stepwise approach. It is the ratio 
of within-groups sum of squares to the total sum of squares. 
It plays the same role as F-Test plays in the one way of 
analysis of variance. Wilks’ lambda depicts the values of 
two or more variables. Wilks’ lambda is closed to zero, 
than that variable contributes to the discriminant function. 
It can also be derived from 1- canonical correlation. 
Wilks’ lambda is a direct measure of the proportion of 
variance in the combination of dependent variables that is 
unaccounted for by the independent variable (the grouping 
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Table 2:  Wilks’ Lambda

Step Number of 
Variables Lambda df1 df2 df3

Exact F
Statistic df1 df2 Sig.

1 1 .816 1 2 213 24.052 2 213.000 .000
2 2 .723 2 2 213 18.670 4 424.000 .000
3 3 .682 3 2 213 14.810 6 422.000 .000
4 4 .650 4 2 213 12.638 8 420.000 .000

variable or factor). If a large proportion of the variance is 
accounted for by the independent variable then it suggests 

that there is an effect from the grouping variable and that 
they have different mean values.

Wilks’ lambda shows the percent variance in dependent 
variables which is not explained by differences in levels 
of the independent variable. Wilks’ lambda depicts the 
values of two or more variables. At each step, the variable 
that minimizes the overall Wilks’ lambda is entered. 
Table 2 presents univariate ANOVA which is carried out 
for the ratios in the form of predictor variable. SPSS has 
grouped the data in to three groups that is Under, Average 
and Out performers. Observations are distributed in to 
different groups by the group statistics. The function 
indicates the first canonical linear discriminant function. 
In present study, it can be seen in Table 2, lambda shows 
the values of each variables in the model, df3 shows 
total number of observations that is 213 which is 99% 
of the total observations viz. 216. 213 observations are 
grouped in to three categories for discriminant analysis. 
df1 shows the number of important predictor variables are 
used for discriminant function and df2 values shows the 
numbers allocated to the predictor variables. On the other 
side, F-statistic is used to test significance of MANOVA 
and statistics shows that it is significant, as insignificant 
values are not considered by F-statistics.

Wilks’ lambda tests the level of contribution of 
predictor variable to the model. The range of scale 
for this is o to 1, 0 means total discrimination and one 
means no discrimination. Smaller the Wilks’ lambda, 
the more important is the variable to the discriminant 
function. Wilks’ lambda is significant by the F test for 
all independent variable. F-statistics values are used to 
test the significance and in table 2 it can be seen that 
these four predictor variable are significant and has the 
discriminatory power, which helps in analyzing the stock 
market performance of the companies.

Summary of Canonical Discriminant 
Functions
Canonical discriminant function reflects the joint 
contribution of the variables to the function (Rencher, 
1992). It does not show the effect of individual variable but 
it shows the influence of individual variable in presence 
of the other variable. So, it is linear combination that 
separates group of observations. Canonical correlation 
shows correlation between weighted linear composite and 
multiple predictor variable.

Eigen Value
Eigen value provides statistics of between and within 
group variability for the predictor variable. In simple 
words, Eigen value is linear mapping of distortion induced 
by the transformation. Eigen values are related with 
canonical correlations and explains the discriminating 
ability of function. The canonical correlation is the 
measure of association between the discriminant function 
and the categorical. Percentage of variance in categorical 
is explained by the square of canonical correlation 
coefficient.  The larger the Eigen value, the more is the 
variance explained by that function in dependent variable. 

Table 3:  Eigen Values

Function
Eigen 
Value

% of 
Variance

Cumulative 
%

Canonical 
Correlation

1 .392a 78.8 78.8 .531
2 .106a 21.2 100.0 .309

Table 3 shows that first 2 canonical discriminant 
functions were used in the analysis. With the help of 
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SPSS, it can be seen that there are two functions; since 
there are three discriminating variables are used in the 
research and number of functions depend on the number 
of used discriminating variables. The maximum number 
of discriminant functions generated by the total number 
of groups minus one, here it can be 3-1=2 discriminating 
functions. With the help of function best discriminant 
between the groups can easily be assessed. As already 
stated Higher the Eigen value, better it is. Table 3, shows 
that function 1 Eigen value is greater than function 2 
and % of variance depicts the discriminating ability of 
all the three groups. As there are two function and we 
can see function one is higher % of variance than the 
function 2, but cumulative % represents the current 
and proceeding cumulative total of the % of variance. 
Canonical correlations are the multiple correlations 
between the predictors and the discriminant function. One 
is considered to be perfect value for canonical correlation, 
Higher or closer to one considers being the best fit value 
for the discrimination. Here, it can be seen that value for 
the function 1 is higher than the function 2, but value for 
function 1 is 0.531 is comparatively low from the ideal 
value one, but higher than the function 2.

Table 4:  Wilks’ Lambda

Test of 
Function(s)

Wilks' 
Lambda

Chi-
square df Sig.

1 through 2 .650 91.237 8 .000

2 .904 21.234 3 .000

Wilks’ lambda is the proportion of the total variance in the 
discriminant scores not explained by differences among 
groups. Table 4 shows the significance of Wilks’ lambda 
and significant values are 0.000 for both the function, 
which means that both the functions are significant. So, 
we can use both the functions for analysis. For better 
results Wilks’ lambda value should be smaller and 
function one value is smaller than the function Two. 
Small Wilks’ lambda occurs only when within group 
variability is small as compared to total variability. Chi-
square value is also higher in function one as compare to 
function two with the eight degree of freedom. Here, we 
can see Wilks’ lambda is 0.650 and 0.904, which means 
that group means differ. Also here we can conclude from 

Wilks’ Lambda that function one is to be considered for 
the further analysis.

Table 5:  Standardized Canonical Discriminant

Function Coefficients
Function

1 2
Revenue from Operations/Share (Rs.) .938 -.321
Total Debt/Equity (X) .435 .564
Dividend Payout Ratio (NP) (%) -.469 .169
Inventory Turnover Ratio (X) .007 .714

Observing the Comparative Significance of 
Each Predictor Variable
The standardized canonical discriminant function 
coefficients Table 5 indicates the significant importance 
of each independent variable. The interpretation 
of standardized coefficients is similar to multiple 
regressions. The standardized discriminant function 
coefficients should be used to assess the importance 
of each independent variable’s unique contribution 
to the discriminant function. More difference among 
coefficients of variables depicts that there might be 
difference in mean among groups. With the help of 
coefficients, it can be easily identified that which variable 
bears more discriminating power than the other variable. 
Higher standardized discriminant coefficient means 
higher discriminating power, that variable possesses. If 
we analyse the values of function one, than revenue from 
operations/share is the strongest predictor variable with 
the highest coefficient of 0.938, which is followed by total 
debt equity, inventory turnover ratio and dividend payout 
ratio. This shows that revenue from operations/share is 
the most significant ratio, bearing impact on stock market 
performance of FMCG sector selected companies.

Table 6:  Unstandardized Canonical Discriminant 
Coefficients

Function Coefficients
Function

1 2
Revenue from Operations/Share (Rs.) .004 -.001
Total Debt/Equity (X) .522 .677
Dividend Payout Ratio (NP) (%) -.016 .006
Inventory Turnover Ratio (X) .000 .035
(Constant) -.465 -.676
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Unstandardized canonical discriminant function is 
used to calculate Z-score. Formulating discriminant 
function on the basis of standardized canonical 
discriminant coefficients. Since function 1 coefficients 
are used to ranking the variables because of their highest 
discriminating power. Coefficients of function 1 are also 
used for calculating discriminant score.

Procedure for using multiple discriminate analyses: 
D= x+b1v1+b2v2+…..bnvn
D=Discriminant Score
‘x’ is the constant term, which is in the following table viz 
‘Canonical Discriminant Function Coefficient’.
 b1b2= are the discriminant function coefficient
v1v2=are the Predictor (Independent variables)

Where,

D = -0.465 + 0.004 (Revenue from Operations/Share) + 
0.522 (Total debt/Equity) -0.16 (Dividend Payout Ratio) 
+ 0.000 (Inventory Turnover Ratio).

It can also be seen that unstandardized canonical 
coefficients follows the same pattern as standardized 
coefficients.

On the basis of above coefficients, following table shows 
the ranking of significant predictor variable.

Table 7:   Ranking of the Predictor Variables

Ranking of the
Variable

Predictor Variable

1. Revenue from Operations/Share (Rs.)
2. Total Debt/Equity (X)
3. Inventory Turnover Ratio (X)
4. Dividend Payout Ratio (NP) (%)

Table 7 shows the ranking of the independent variables, 
according to their discriminatory power to analyse the 
stock market performance of the companies. This ranking 
is done on the basis of function one only, as function one 
is more significant for analysis than the function 2 (ref. 
Table 5 and 6).

Table 8:  Structure Matrix

Function Coefficients
Function

1 2
Revenue from Operations/Share (Rs.)

.735* -.361

Book Value [ExclRevalReserve]/Share (Rs.)b .612* -.286
Dividend Payout Ratio (NP) (%) -.294* -.113
Retention Ratios (%)b .186* .141
Return on Net Worth / Equity (%)b -.122* .116
Net Profit Margin (%)b -.111* -.026
EV/EBITDA (X)b -.093* .043
Current Ratio (X)b -.063* -.030
Earnings Yieldb -.043* -.024

The standardized canonical discriminant functions 
disclose the pooled within-groups correlations between 
discriminating variables. With the help of structure matrix 
correlations can be compared easily and can be assessed 
that how closely variable is related to each function. 
Values of function 1 and 2 in structure matrix are 
computed by pooled within ‘groups’ correlations between 
discriminating variables and standardized canonical 
discriminant functions variables ordered by absolute size 
of correlation with in function. Values with * represents 
the values which shows the largest absolute correlation 
between each variable and any discriminant function.’ b’ 
denotes the variables not used in the analysis. In present 
research it has been seen that there were eleven predictor 
variables were considered and only four variables possess 
the discriminating power and having impact on the stock 
market performance of the selected sample companies. 
Structure matrix represents the correlations between the 
observed variables and the dimensions created with the 
unobserved discriminant functions. Usually variables 
correlation value 0.3 or more is considered significant. In 
the structure matrix, it can be easily seen revenue from 
operations/share, debt equity ratio plays significant role 
in discriminant function analysis. 

Structure matrix reveals that pattern of variables in matrix 
and pattern of variables in canonical discriminant function 
is same.
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Table 9:  Functions at Group Centroids

Performance Group
Function

1 2
1.0 -.669 .208
2.0 .967 .336
3.0 .116 -.400

Table 8 represents standardized discriminant function 
evaluated at group means. Group centroids are called 
canonical observation means. The extreme point to 
formulate the decision rule is centroids. A function at 
group centriod indicates the average discriminant score for 
three performance groups. For classifying observations, 
predictive power of canonical discriminant function 
depends on the larger difference between the canonical 
group means.

Classification Statistics

Table 10:  Prior Probabilities for Groups

Performance 
Group Prior

Cases Used in Analysis
Unweighted Weighted

1.0 .333 84 84.000
2.0 .333 48 48.000
3.0 .333 84 84.000

Total 1.000 216 216.000

The starting point of this research is the distribution of 
observations in to performance groups. Table 10, prior 
probabilities for groups shows the performance groups 
and number of observations used for discriminant 
analysis. The total number of observations used  for 
analysis are 216. Out of 216 observations 84 observations 
are allocated in performance group one, 48 observations 
are allocated in performance group two and lastly, 84 
observations are allocated in performance group three. 
Centriod value is calculated with the help of weighted 
value. As under-performers, average-performers and out-
performers group are not equal, so dividing points need to 
be calculated. 

The dividing rule:
Mean values of group centroids.

Centriod values of function 1 from performance group 1, 
2 and 3 are -0.669, 0.967 and 0.116.
Mean values 0.149 and 0.5415

Table 11:  Classification Function Coefficients

Performance Group
1.0 2.0 3.0

Revenue from Opera-
tions/Share (Rs.)

.000 .006 .003

Total Debt/Equity (X) .639 1.579 .637
Dividend Payout Ra-
tio (NP) (%)

.052 .027 .036

Inventory Turnover 
Ratio (X)

.045 .050 .024

(Constant) -2.574 -3.700 -2.369

It represents the Fisher’s linear discriminant functions. 
Classification functions are called linear discriminant 
function for each observations. Coefficients helps in 
depicting the discriminatory power of the independent 
variables and by comparing the coefficient values it can 
be easily assessed that which variable plays important role 
in analyzing the stock market performance of the sample 
selected companies. After analyzing the performance 
group coefficients, total debt equity ratio is the most 
significant ratio with the highest discriminating power due 
to higher coefficient 0.639 of Total debt equity ratio from 
the Group one and this is followed by dividend payout 
ratio (NP), inventory turnover ratio and revenue from 
operations/share. If we analyse performance group 2 than 
total debt equity ratio coefficient of 1.579 is highest and 
is followed by inventory turnover ratio, dividend payout 
ratio (NP) and Revenue from operations/share. From 
the performance group 3, 0.637 is the coefficient value 
for Total debt equity ratio is the highest among all other 
variables from the respective performance group. Overall 
analysis of Fisher’s linear discriminant function shows 
that total debt equity ratio in all the three performance 
groups plays significant role and having impact on stock 
market performance of FMCG companies. All these 
four ratios have the discriminatory power to analyse the 
performance of FMCG sector in India. 
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Table 12:  Classification Results

Performance 
Group

Predicted Group Membership
Total1.0 2.0 3.0

Original Count 1.0 62 3 19 84
2.0 14 32 2 48
3.0 30 17 37 84

% 1.0 73.8 3.6 22.6 100.0
2.0 29.2 66.7 4.2 100.0
3.0 35.7 20.2 44.0 100.0

a. 60.6% of original grouped cases correctly classified.

After observation from Table 12, 60.6% Data is correctly 
classified in to three groups that is under-performers, 
average-performers and out-performers by discriminant 
function analysis. From the performance group one that 
is Market Out-Performers, there are 84 observations in 
total and out of these 84 observations, 62 observations are 
correctly classified as ‘Market Under-Performers’, 3 and 
19 observations wrongly classified under performance 
group 2 and 3. Similarly, In performance group 2 that is 
‘Market Average-Performers’, there are 48 observations 
in total and out of 48 observations, 32 observations are 
correctly classified as Market average-performers, 14 and 
2 observations are wrongly classified under performance 
group 1 and 3. Lastly, there are 84 observations in 
performance group 3 that is ‘Market Out-Performers’ 
and out of these 84 observations 37 observations are 
correctly classified under performance group 3, 30 and 
17 observations are wrongly classified under performance 
group 1 and 2.60. 6% correctly classified data means that 
model is accurate and provide adequate results, which 
means the model has capacity to predict the performance 
of the company in the stock market.

Conclusion
The research is to examine and make the comparative 
analysis of selected companies and to find the important 
set of financial ratios which bears significant impact on 
FMCG companies listed with Bombay Stock Exchange 
in India, performance in stock market. For achieving 
the objective of this research paper, Wilks’ Lambda 
and multiple discriminant function analysis model is 
used. sample of eighteen FMCG companies listed with 
Bombay Stock Exchange is taken in to account. Market 
capitalization is taken as basis for selecting these 

companies. Financial data for the companies are taken 
from CMIE prowess and money control website and stock 
market return data of selected companies is collected 
from Bombay Stock Exchange. Data is collected for 
twelve years ranges from 1 April 2006 to 31 March 2017. 
For effective implementation of Discriminant analysis, 
Firstly Average stock market returns are computed  from 
the annual stock prices of the selected companies and 
average stock market returns are classified in to three 
groups (Table 1) viz. ‘Market Under-performers’, ‘Market 
Average-Performers’ and ‘Market Out-Performers’.

As explained earlier, paper focuses on the finding the 
important sets of financial ratios, so financial ratios are 
taken as predictor or independent variable. With the help 
of ratios relationship between financial ratios and stock 
returns can easily investigated. Group statistics shows 
the distribution of observations in to three performance 
groups. It shows the identified predictor variables in 
the form of ratios which are used for the discriminant 
analysis. Eleven ratios viz. book value, revenue on 
operations/share, net profit margin, total debt/equity 
ratio, inventory turnover ratio, return on net worth/equity, 
dividend payout ratio (NP), current ratio, retention ratios, 
earning yield ratio, EV/EBITDA are taken in the form 
predictor variable but only four ratios are used in analysis 
that are Total debt/equity ratio, inventory turnover ratio, 
dividend payout ratio (NP) and, revenue on operations/
share. To check the statistical significance of MANOVA, 
F-statistic is used and Table 2 shows that F-statistics 
shows that it is significant, as insignificant values are 
not considered by F-statistics. The model shows good 
enough Eigen values after testing and it also shows the 
significance of Wilks’ lambda and significant values are 
0.000 for both the function, which means that both the 
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functions are significant. The analysis of the model shows 
that 60.6% of original grouped cases correctly classified. 
Correctly classified data means that model is accurate 
and provides adequate results, which means the model 
has capacity to predict the performance of the company 
in the stock market. standardized canonical discriminant 
function helps in providing the ranking of the predictor 
variables according to their significance. From the 
canonical coefficients, it has been observed that revenue 
from operations/share is the most significant variable 
with the highest coefficient of 0.938 and this followed 
by total debt/ equity ratio, inventory turnover ratio and 
dividend payout ratio (NP). Centriod values are used to 
calculate Z cut off rate viz. 0.149 and 0.542. Decision rule 
classification will be as under:

Predict and classify as Market Out-Performers, if 
discriminant function value is more than 0.149.

Predict and classify as Average Market-Performer, if 
discriminant function value is between 0.149 and 0.542.

Predict and classify as Under Market-Performer, if 
discriminant function value is less than 0.542.

This shows that 60.6% original groups are classified 
correctly, which indicates that a good predictive capacity 
of discriminant function. Discriminant model has the 
capacity to estimate the potential to classify the companies 
in Market Under-Performers, Market Average-Performers 
and Market Out-Performers.

In Nut shell, it has been found that on the basis of 
ratios comparative analysis of company’s performance 
can be done and discriminant function analysis help in 
realizing the significant financial ratios, which have 
major impact on company’s performance in stock market. 
Revenue from operations/share is the most important 
ratio and having impact to assess the company’s market 
performance. Debt equity ratio and Inventory turnover 
ratio having moderate impact in assessing the company’s 
stock market performance of companies and Dividend 
payout Ratio is the ratio having less impact in assessing 
the company’s stock market performance. Discriminant 
analysis shows that out of eighteen sample selected 
companies from FMCG sector, Seven companies that 
are ITC, Dabur, Wipro, Marico, Tata Global Beverages, 
Colgate Palmolive and Himalaya International ltd. are 
classified in to Performance Group one that is ‘Market 

Under- Performers’. Britannia, Emami, Jubilant Food 
Work and United Spirits are classified in to performance 
group two that is Market Average-Performers and Nestle 
India, Procter and Gamble, Godrej consumer Ltd, Pidilite, 
Future Consumer ltd, GlaxoSmithKline and United 
Breweries are classified in to Performance group three 
that is Market Out-Performers.
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